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Abstract—Delay-sensitive video transmission over IEEE 802.11
wireless local area networks (WLANs) is analyzed in a cross-layer
optimization framework. The effect of delay constraint on the
quality of received packets is studied by analyzing “expired-time
packet discard rate”. Three analytical models are examined and
it is shown that M/M/1 model is quite an adequate model for an-
alyzing delay-limited applications such as live video transmission
over WLAN. The optimal MAC retry limit corresponding to the
minimum “total packet loss rate” is derived by exploiting both
mathematical analysis and NS-2 simulations.
We have shown that there is an interaction between “packet

overflow drop” and “expired-time packet discard” processes in
the queue. Subsequently, by introducing the concept of virtual
buffer size, we will obtain the optimal buffer size in order to
avoid “packet overflow drop”. We finally introduced a simple
and yet effective real-time algorithm for retry-limit adaptation
over IEEE 802.11 MAC in order to maintain a loss protection
for delay-critical video traffic transmission, and showed that the
average link-layer throughput can be improved by using our
adaptive scheme.

Index Terms—Cross-layer, delay, expired-time, retransmission,
video, wireless local area network (WLAN).

I. INTRODUCTION

L IVE video streaming applications, such as High Defi-
nition TV content (HDTV), Digital Video Broadcasting

(DVB), Mobile TV, Video Chat, and Multimedia Messaging
Service (MMS) over the IEEE 802.11 Wireless Local Area Net-
work (WLAN), have recently gained particular attention [1].
However, to deliver satisfactory quality-of-service (QoS) to

end-users of such networks, there are numerous challenges,
among which the restrictions on network bandwidth, meeting
delay bounds for timely delivery of multimedia data, and
dealing with hostile wireless environment can be named. Var-
ious schemes across the communication network layers have
been proposed to tackle these problems and for efficient QoS
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provisioning in WLAN and other wireless networks [2]–[5].
In order to enhance QoS for video over IP applications in the
IEEE 802.11, numerous techniques have been designed and
proposed. Also extensive research work has recently dealt with
cross-layer strategies for QoS improvement over WLANs [6].
Moreover, new resource allocation methods have been recently
proposed for improving quality of video streaming application
over 3G, ad-hoc, and heterogeneous networks [7], [8]. In [9], a
QoS-aware scheduling algorithm for video delivery based on
a cross layer approach has been proposed to achieve high per-
ceived video quality by users while satisfying application delay
constraint. A joint packetization and retransmission scheme in a
delay-bound setting using a cross-layer optimization approach
is developed in [10], where the Application and MAC layers
jointly determine the optimal packet sizes and retry-limits.
Authors in [10] used a real-time greedy algorithm to find a
practical solution to this optimization problem. Authors in [11]
illustrate a simple strategy across Application (APP), MAC,
and Physical (PHY) layers to improve the quality of multi-
media. They did not provide analytical solution for the optimal
MAC retry-limit. Authors in [12] proposed a novel adaptive
cross-layer protection strategy for enhancing the robustness
and efficiency of scalable video transmission by performing
trade-off between throughput, reliability, and delay depending
on the channel conditions and application requirements. Their
analysis is based on fluid queuing model without considering
the effect of “packet overflow drop”. Using cross-layer opti-
mization across the MAC and Application layers in [13], the
optimum retry-limit is obtained based on frame error proba-
bility and frame expiry time without considering the effect of
“packet overflow drop” due to finite buffer size. In [14], authors
address the problem of cross-layer optimization of wireless
video in real-time, using a classification-based framework.
They have investigated the problem of assigning optimal MAC
retry-limits for video transmission under delay constraints by
using fluid queue model. Overflow is not considered in their
work. An “expired-time packet discard” mechanism with adap-
tive retry-limit is proposed in [15] to improve video streaming
over WLAN. This algorithm sets up a retransmission deadline
and adaptively makes decision on discarding or (re)sending
a packet. An approximate, Fluid-based analytical model for
a wireless link with hybrid automatic repeat request (HARQ)
has been proposed in [16], which focuses on the delay distri-
bution and packet discard rate over a wireless link. Recently
visual entropy, as a quality measure, is optimized in [17] by
employing joint PHY-APP layer methods. Wavelet coding is
utilized in [17] for optimal power allocation in downlink. Also
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a new coding scheme, namely Tetrys coding, is used in [18] to
improve the video quality in real-time applications by reducing
the delay for recovering lost packets at the receiver. To eval-
uate the performance of different QoS provisioning strategies,
various analytical models based on finite and infinite queuing
model are employed in the literature. In [19], the Fluid and
M/G/1 models have been employed for the analysis and eval-
uation of its cross layer retry-limit optimization technique for
enhancement of video transmission over IEEE 802.11 WLANs.
Also a queuing-based analytical model is used in [20] for the
playback buffer at the receiver, and the model is employed for
deriving mathematical expressions for video quality in terms
of delay and packet loss. The focus in their work is on adaptive
playback buffer management with no regard to transmit buffer.
The effect of adaptive MAC retry-limit on network conges-

tion in a multiuser environment is analyzed by [21] for delay-
sensitive video over WLAN, where joint optimization of MAC
and Application layers is studied for video streaming applica-
tions over 802.11e wireless networks. Using a low-complexity
analytical model, in [22], we derived closed forms for MAC-
layer service time and “total packet loss rate” for real-time video
over WLAN. In [22], we assumed that packet loss is either due
to link layer deficiency or caused by limited buffer size at the
transmitter. However, when we deal with delay-limited applica-
tions such as real-time video streaming, time expiry is a major
source of packet loss. Here we aim to address this issue by pro-
viding a new analytical model for delay-sensitive video trans-
mission over WLANs.1 The contributions in this work can be
summarized as follows.
We will derive mathematical expressions for the “expired-

time packet loss rate” and the “total packet loss rate”. These
parameters will be incorporated in optimizing live video trans-
mission in a cross-layer platform. Then we will show that the
“expired-time packet discard” mechanism can be modeled by a
second “packet overflow drop” process. Furthermore, we ana-
lytically derive the optimum size for the physical buffer in order
to avoid actual “packet overflow drop”. Finally, for optimizing
transmission against “expired-time packet discard” mechanism,
we propose a novel real-time retry-limit adaptation algorithm in
this paper. In particular, we will examine two scenarios: 1) with
“expired-time packet discard” mechanism, but without “packet
overflow drop” due to assuming a very long buffer size, and
2) with concurrent “expired-time packet discard” and “packet
overflow drop” mechanisms in the queue. We will show that
there is an interaction between the two packet dropmechanisms.
The rest of this paper is organized as follows. In Section II,

the scenario and the queuing system model considered in this
paper are discussed. Subsequently, three sources of packet loss
according to this scenario are briefly explained. In Section III,
the “expired-time packet discard rate” is obtained by applying
the M/M/1/K, M/G/1, and M/M/1 models. Then, the achieved
results from this section are used to select the most efficient
mathematical model.
In Section IV, we analyze our scenario for the case where

there are both “packet overflow drop” and “expired-time packet

1The cross-layer structure and interconnections across layers and also the as-
sumptions about packet overflow in this work are the same as in [19] and [22].

Fig. 1. Live video communication over a wireless network.

TABLE I
SUMMARY OF NOTATIONS AND ABBREVIATIONS

discard” mechanisms in the queue. In the proposed analysis, the
trade-off between two packet drop mechanisms in the queue, the
concept of virtual buffer length, and evaluation of the optimum
buffer length will be investigated. In Section V,M/M/1 model is
exploited to solve the retry-limit optimization problem and the
mathematical conditions for validity of our retry-limit optimiza-
tion problem will be explored. Also the simulation and analysis
of the packet delay performance will be studied. In Section VI,
a new retry-limit adaptation algorithm is proposed based on the
M/M/1 model formulations. Finally, conclusions are drawn in
Section VII.

II. SYSTEM MODEL

We consider the downlink transmission scenario from access
point (AP) to station shown in Fig. 1, in which the live video
packets are transmitted according to the IEEE 802.11 WLAN
settings. Notations and abbreviations in this paper are summa-
rized in Table I. As in our previous work [22], we model this
scenario by exploiting a queuing system. The live video source
generated by camera is modeled by traffic distribution with
average rate of packets per second (PPS), and the wireless ac-
cess point is viewed as a queuing system with service time dis-
tribution and with an average service rate of PPS. In fact,

models the IEEE 802.11 MAC block transmission process.
We assume that the other delay times from the video camera to
the wireless queue are negligible in comparison with the waiting
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time in the queue. Packet loss due to the wireless time-varying
channel and due to the collisions—with packets sent by other ac-
cess points and nodes—is considered through the packet error
rate (PER) “ ” parameter. The access point adaptively ad-
justs the retry-limit frame by frame. In the retry-limit adapta-
tion block, the optimum retry-limit is obtained in order to
minimize the “total packet loss rate” , by virtue of the fact
that increasing retry-limit will decrease “packet link loss
rate” and increases both overflow and expired-time packet
drop rates. In the above scenario, each packet may be lost either
due to drop from the queue at the wireless access point or due
to channel errors at the wireless link. Packet dropping from the
queue, in turn, can take place when the number of packets in
the queue exceeds the buffer length or some packets become ex-
pired. Here we briefly explain the above sources of packet loss.

A. Packet Loss Rate and Packet Overflow Drop Rate

The probability of packet loss over the wireless channel after
packet retransmissions by the wireless access point, namely

the “packet link loss rate” , is given by

(1)

In our analysis in [22], we showed the “packet overflow drop
rate” 2 in M/M/1 model is given as

(2)

where and is hypothetical finite buffer size.

B. Expired-Time Packet Discard Rate

We assume that each packet, upon arrival in the queue,
is stamped with an arrival time. The difference between this
stamped time and current time indicates the packet waiting time
in the queue. Should the packet waiting time become greater
than a fixed expiry time , the packet is discarded. This
process is known as “obsolete packet drop” or “expired-time
packet discard”.
Packet expiry time is the deadline for a video packet

to receive at the video encoder of the mobile node while it is
still valid in the current video frame. According to [15], if we
assume a real-time video sequencewith group of pictures (GOP)
of size and an inter-frame interval , the expiry time for the
th video packet in the th frame within the th GOP, , can
be calculated as

(3)

where and is the number
of frames inter-coded with frame (the th frame within the
th GOP). The “expired-time packet discard rate”, , can be
defined as the probability for an arriving packet to wait more
than in the queue. Throughout this work, the methodology

2Note that the index (M) shows that the corresponding variable is associated
with the M/M/1 model. In the rest of this paper, we use index (K) for the vari-
ables inM/M/1/Kmodel, (G) for the variables inM/G/1 model, and (S) for NS-2
simulation results.

in [24] is incorporated for scheduling the packets given trans-
mission delay. Denoting the random variable as the “waiting
time” in queuing theory, we have

(4)

The cumulative distribution function (CDF) of “waiting time
in the queue”, , is the probability that is less than or
equal to . That is

(5)

Hence, from (4) and (5), we have

(6)

C. Total Packet Loss Rate

The above three packet loss rates lead to the “total packet loss
rate”, :

(7)

where is obtained from (1) and is the packet drop rate
at the queue which depends on the “packet overflow drop rate”

and the “expired-time packet discard rate” :

(8)

III. DERIVING THE “EXPIRED-TIME PACKET DISCARD RATE”

In this section with assuming that there is no “packet over-
flow drop”, our aim is to find the “expired-time packet discard
rate”. In the following, we first apply the finite-queue M/M/1/K
model which is commonly used in the analysis of the IEEE
802.11 WLAN systems. Subsequently, we employ the M/G/1
and M/M/1 models in order to calculate the “expired-time
packet discard rate”. Finally, the accuracy of these models
is verified by exploiting Network Simulation 2 (NS-2) [25]
results.

A. M/M/1/K Model-Based Analysis

From (6), we can see that in order to obtain , we need to
calculate waiting time PDF at , . We use the
expression for waiting time in M/M/1/K [23, Ch. 2]:

(9)

where is defined as

(10)

where and is obtained from

(11)
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where is the packet error rate at the link layer. From (6) and
(9), the “expired-time packet discard rate” in M/M/1/K can be
obtained as

(12)

B. M/G/1 Model-Based Analysis

Similar to our discussion in [22] for (approximately)
Poisson-distributed packet arrival processes, M/G/1 model can
be employed with Laplace transform of the waiting time PDF,

, can be obtained from [26, eq. 5.105]

(13)

where is the Laplace transform of , which can be
obtained from [22, eq. 18] as

(14)

From (6), the “expired-time packet discard rate” in the M/G/1
model will be

(15)

where is the inverse Laplace transform of (13) at
. The detail of calculation of from (13) is

provided in Appendix A.

C. M/M/1 Model-Based Analysis

According to [26, eq. 5.123], the packet waiting time CDF in
the queue for M/M/1 model is

(16)

where . Using [22, eq. 26], and substituting (with
) from (16) into (6), the “expired-time packet discard

rate” in M/M/1 model will be

(17)

where .

D. Simulation and Evaluation of the Models

The NS-2 network simulator is used for simulation of the
“expired-time packet discard” process in the scenario which
is illustrated in Fig. 1. The simulation parameters are set as
in Table II. The access point forwards the traffic towards the

Fig. 2. Comparing the M/M/1/K, M/M/1, and M/G/1 models to NS-2 simula-
tion results (parameters are set according to Table II).

wireless node via a typical IEEE 802.11b wireless fading
channel using a two-ray propagation model. Simulation of the
“expired-time packet discard” process in NS-2 environment
required some changes in the NS-2’s source code. In
particular, a time stamp on the header of every packet upon
arrival into the queue was augmented. Then, during every
en-queuing and de-queuing routine, the entire packets in the
queue are checked and those packets which have spent more
than seconds in the queue are discarded. The “expired-time
packet discard rate” versus MAC retry-limit according to the
M/M/1/K, M/G/1, and M/M/1 models, and also based on the
NS-2 simulation, are demonstrated in Fig. 2 with the parameters
set out in Table II. The service rate in the IEEE 802.11b MAC
layer simulation is dependent on routing, transmission power,
wireless physical bandwidth, and packet data rate. Therefore, in
order to compare the analytical models with simulation results
under similar conditions, we have set the parameters using
a similar method to our approach in [22, Section VI-A]. In
Table II, the service rate of the wireless link in the simulation,

, is measured under no retransmission.
Dash in Table II shows that the parameter is not defined for

the respective model. According to Fig. 2 and in line with our
discussion in [22], we will employ M/M/1 model here for anal-
ysis of the system with both “packet overflow drop” and “ex-
pired-time packet discard” mechanisms.

IV. ANALYZING SYSTEM WITH “PACKET OVERFLOW DROP
AND EXPIRED-TIME PACKET DISCARD” MECHANISM

Previously, we studied the case where there was only one of
the “packet overflow drop” or the “expired-time packet discard”
mechanisms present in the queue, respectively, in [22] and in
the above sections. Here, we will consider a packet transmission
scheme with both packet droppings. From the previous sections,
we observed that the M/M/1 queuing model is not only a simple
but quite an accurate model for analyzing IEEE 802.11 real-time
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TABLE II
PARAMETER VALUES FOR THE ANALYTICAL MODELS

AND NS-2 SIMULATION RESULTS

video transmission. Hence, the M/M/1 model is our reference
model in this section.

A. Derivation of “Packet Overflow Drop Rate“ and
“Expired-Time Packet Discard Rate“

To calculate “expired-time packet discard” rate in the pres-
ence of “packet overflow drop” process, we need to find the
probability that a packet is not dropped due to overflow and can
find a place in the queue, but is discarded by expired-time mech-
anism. We define this “expired-time packet discard rate” by
which can be obtained as

(18)

where and are from (2) and (17), respectively. Hence,
we have

(19)

The definition of the “packet overflow drop rate” when there
is “expired-time packet discard” mechanism in the queue
can be written as

(20)

where is the total number of packets entered the queuing
system and is the total number of packets which are expired
and discarded from the queue.
Invoking the definition of as

(21)

Equation (20) can be rewritten as

(22)

Fig. 3. “Packet link loss” (1), “packet overflow drop rate” (23), “expired-time
packet discard rate” (19), and their summation (24) versus MAC retry limit,
based on M/M/1 queuing model ( PPS, PPS, ,

, and s).

Substituting from (17), we have

(23)

Fig. 3 shows the “packet link loss rate” given in (1), the
“packet overflow drop rate” according to (23), and the “ex-
pired-time packet discard rate” (19). The “total packet loss rate”,
, can be written as

(24)

where is derived from (1) and is the “total packet drop
rate” in the queue which is given by

(25)

where and are obtained from (19) and (23), respectively.
From Fig. 3, it can be seen that there is a minimum point for
that takes place around , which can be considered as the
optimal value for retry-limit . We have conducted NS-2 sim-
ulations for the case that there are both “packet overflow drop”
and “expired-time packet discard” mechanisms in the queue. In
the simulations, the buffer length is set at and we as-
sumed an expiry time of s. The other parameters
are set as in Table II. The NS-2 simulation-based results are
given in Fig. 4 for link loss rate , “packet overflow drop
rate” , “expired-time packet discard rate” , and
the sum of the three packet loss rates in the case where
there are both packet dropping mechanisms in the queue.

B. Trade-Off Between “Packet Overflow Drop Rate” and
“Expired-Time Packet Discard Rate”

Fig. 5(a) and (b) is plotted in the same way as in Figs. 3 and 4
but with different values of expiry time, s. Com-
paring the above results with different values of expiry time
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Fig. 4. “Packet link loss rate” , “packet overflow drop rate” ,
“expired-time packet discard rate” , and their summation
versus MAC retry limit, made by NS-2 simulation (NS-2 parameters are set as
in Table II).

(given that and ) leads to the following prop-
erties:

(26)

In (26), is defined as a certain value of expiry-time where
. The above properties show that there is a trade-off

between and . That is, increasing will imply a de-
crease in and vice versa. The simulation results in Fig. 6
clearly show the above properties. For a fixed retry-limit
, we ran simulations for 34 different values of expiry time

( s). According to Fig. 6, and curves
cross at the point where .
In the following section, we calculate this special value of

the expiry-time, at which the “packet overflow drop rate” and
“expired-time packet discard rate” are equal.

C. Expired-Time Packet Dropping Mechanism and Virtual
Buffer Size Concept

In the previous section, we defined as the expiry-time
where the “packet overflow drop rate” and “expired-time packet
discard rate” are equal; hence, from (2) and (17), we can write

(27)

Using (27) and rewriting , we have

(28)

Fig. 5. “Packet link loss rate”, “packet overflow drop rate”, “expired-time
packet discard rate”, and their summation versus MAC retry limit, made by:
(a) M/M/1 model and (b) NS-2 simulation (parameters are set as in Table II
and s).

The value of is close to one; hence, we have

(29)

For example for values of PPS, PPS,
, , and , the value of is 0.97 and

from (28) and (29) is 0.187 and 0.1923, respectively. Now we
look at this from another perspective. Assuming as the mean
value of waiting time in the queue, from Little’s low in queuing
theory, we have

(30)

Comparing (29) and (30) implies that having
will guarantee that the “packet overflow drop rate” and

“expired-time packet discard rate” are equal. That is, should the
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Fig. 6. Simulation results for , , , and their summation
versus expiry-time (NS-2 parameters are set as in Table II where
).

expiry-time equal the mean value of waiting time in the queue,
the values of “packet overflow drop rate” and “expired-time
packet discard rate” will be equal. To verify this result in (2),
buffer length is replaced with from (29). Hence,
we have

(31)

We have plotted the “packet overflow drop rate” from (31)
and “expired-time packet discard rate” from (17) versus in
Fig. 7. By looking at this figure, we can conclude that having
“expired-time packet discard” mechanism with expiry time
value of is effectively equivalent to having a secondary
overflow drop process with a virtual buffer size of . There-
fore, a queuing system with both actual overflow drop and
“expired-time packet discard” mechanisms is equal to a system
with a real buffer size and a virtual buffer size as

(32)

Depending on the values of buffer size and vir-
tual buffer size , the “total packet drop rate” in the
queue, , is divided between and where we have

.
In the next section, we aim to use this property to avoid

“packet overflow drop” in the system. According to the above
results, any fixed in our model can be attributed to a virtual
buffer length. Having a physical buffer of smaller length than
the virtual buffer would entail some dropped packets due to
overflow, whereas these packets are still valid to be sent given
their expiry time, .
Thus, we are trying to determine what should the physical

buffer length be such that it can accommodate these packets
until they are valid to be sent. The following subsection aims to
answer this question by calculating the optimum physical buffer
length. Also in Section IV-D, we show that setting the physical
buffer length at a higher value than the optimum value would
unnecessarily increase the cost.

Fig. 7. “Packet overflow drop rate” from (31) and “expired-time packet discard
rate” due to (17) versus in M/M/1 queuing analysis model.

Fig. 8. “Packet overflow drop rate” , “expired-time packet discard rate”
, and their summation versus buffer size along with the value of

and from (34) ( PPS, PPS,
, , and s).

D. Optimum Buffer Size for Avoiding “Packet Overflow Drop”

We showed that “packet overflow drop rate” and “expired-
time packet discard rate” can be controlled by and ,
respectively. Since the value of is fixed, we aim to find the
optimum value of real system buffer size, , which minimizes
the “total packet drop rate” in the queue .
In Fig. 8, we have plotted from (19), from (23), and

the “total packet drop rate” at queue versus
buffer size . As we can see from Fig. 8, is a de-
scending curve with no finite absolute minimum. Hence, the
practically optimum buffer size can be found through
satisfying the following:

(33)

where is a small constant that can be obtained from Fig. 8
by determining the point above which “total packet drop rate”
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Fig. 9. Comparing average throughput for different values of buffer length
based on analytic model results.

in queue varies insignificantly. Using (19) and (23) in
(33), the optimum buffer size, , can be obtained from the
following recursive formula:

where

(34)

where is given by (17).
In Fig. 9, for the parameters set of , PPS,

PPS, , , and s, we
have plotted the system throughput when buffer size takes on
three different values of , , and . The
system throughput in Fig. 9 is calculated from the following
equation:

(35)

where is obtained from (24).
As it can be seen, throughput has improved by changing the

buffer size from to , but it is nearly invariant in re-
sponse to changing from to . To explain this be-
havior in Fig. 8, the value of is highlighted by a vertical
line. At the point where , the value of “packet
overflow drop rate” is almost zero. Therefore, at this point
; hence, and from (25), the “total packet loss rate”
while avoiding “packet overflow drop” can be written as

(36)

To verify the throughput curve behavior in Fig. 9, we have
used real video traffic simulation in the next section.

E. Real Video Traffic Simulation

The simulation results in previous Sections III-D and VI
were based on exponential incoming traffic. In this section,
a real video traffic source is used for the simulation in order

Fig. 10. “Total packet loss rate” for different values of for both real video NS-2
simulation and the M/M/1 model. (a) Highway. (b) Mobile. (c) Foreman.

to confirm the accuracy of our models. The same real video
transmission simulation set-up as in our previous work [22]
is used. In this work, we have assumed a system performing
real-time (live) streaming but not real-time encoding. The
encoder performs the encoding offline and stores the packets.
Only the streaming (scheduling, etc.) was performed online
using the NS-2 simulator. As mentioned in our previous work
[22], after compressing the CIF format video sequence using
the MPEG4 format (see our previous work for details of the
parameter settings), each video frame will be fragmented into
the maximum size of 1000 bytes. Furthermore, by adding 20
bytes Internet Protocol (IP) header and 8 bytes UDP header,
the maximum packet size will be 1028 bytes in transmission.
In real video simulations, Gilbert-Elliott error channel is used.
The simulations are run 12 times, each time with a different
. In Fig. 10, the “total packet loss rate” for real video

simulations and for M/M/1 model are plotted. The curve cor-
responding to M/M/1 model is given along with simulation
results for “Highway”, “Mobile”, and “Foreman” videos as
input traffic in Fig. 10(a)–(c), respectively. Also in Fig. 10,
from both simulation and the M/M/1 model, it can be seen
that “total packet loss rate” varies with , with a minimum
point occurring at . PSNR performance is also shown
for different values of retry limit in Fig. 11. According to this
figure, our optimal retry limit provides high PSNR quality,
too. Due to this observation and the simplicity and accuracy of
the M/M/1 model for analyzing IEEE 802.11 live video trans-
mission process, we use this model to calculate a closed-form
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Fig. 11. PSNR results for different values of retry limit from real video NS-2
simulation.

expression for the optimum retry limit and design a simple
algorithm for retry-limit adaptation in the next section.

V. OPTIMUM RETRY LIMIT AND THEORETICAL DISCUSSIONS

The analysis and simulation results in Figs. 9 and 10 showed
that for an optimum value, throughput is maximized and
the “total packet loss rate”, , is minimized. We also showed
that by setting the buffer size to its optimum value, , we
can avoid “packet overflow drop” in the system. Here we aim
to find the optimum retry limit in order to minimize the “total
packet loss rate”. Hence, we will first solve the optimization
problem by employing the M/M/1-based model and will derive
a closed-form expression for optimum retry-limit.

A. Optimum Retry Limit

We showed that with , the “total packet loss
rate” could be calculated from (36) as

(37)

where and are obtained from (1) and (17), respectively.
Assuming that and are relatively small such that the

term is negligible, the “total packet loss rate”
can be approximated as

(38)

The “packet link loss rate” in (1), the “expired-time packet
discard rate” in (17), and the “total packet loss rate” in (37) and
(38) are plotted in Fig. 12. It can be seen that the difference
between the two latter curves is negligible. Therefore, for sim-
plicity, we use the approximate expression (38) for the “total
packet loss rate” in order to derive the optimum retry-limit. The
“total packet loss rate” in M/M/1 queuing model, , under

Fig. 12. “Packet link loss rate”, the “expired-time packet discard rate” from
(17), and the “total packet loss rate” from (37) and (38) versus MAC retry limit
along with the value of the from (42), in the M/M/1 queuing analysis
model ( PPS, PPS, , and s).

the above assumptions can be obtained by using (1) and (17) in
(38) as

(39)

Now by solving , the optimal
in our M/M/1 model can be obtained from

the following equation:

(40)

where is computed as

(41)

In the recursive formula (40), the value of (in ) will
be assumed to be negligible compared to one. Then the optimum
can be approximately written as

(42)
The value of from (42) is shown as the vertical line

in Fig. 12. This figure shows the accuracy of the approximate
optimum retry limit, , which is obtained from (42).

B. Considerations on the Analysis of Retry-Limit Optimization

In the following, we derive the upper and lower bounds for
according to our M/M/1-based analysis. In order to obtain
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an acceptable and real-valued answer to , the
following conditions must be met:
Constraint 1: The first constraint is a direct result of in-

equality . Following our arguments in [22] in
deriving the PER bounds, we have

(43)

where and is the upper-bound of . The above
approximation is good for retry limit values as low as .
Given that (and with PPS and
PPS), the corresponding value of from (43) will be 0.4299.
Constraint 2: In order to obtain a positive real value in (42),

we need to satisfy

(44)

In (44), it can be shown numerically that, for practical condi-
tions, the value of is negligible compared to
(e.g., for PPS, PPS, PPS, and

, we have and ); hence,
we have the following lower-bound, , for :

(45)

The lower bound for (e.g., with and
) corresponds to the case where the minimum packet loss

occurs at infinity. The two constraints, (43) and (45), can be
combined for M/M/1-based model as

(46)

Setting PPS and s in (46), will be
bounded within and

, respectively, for PPS and PPS.

C. Delay: Simulation and Analysis

For analyzing the packet delay performance as a function of
retry limit, we have implemented a scenario using NS2 where
video packets are sent at the average rate of PPS thor-
ough a wireless network. In this scenario, buffer length and ex-
piry time are set to and , respectively. In this
real-time simulation, the sending and receiving times for each
packet are recorded. The simulations are run for each value of
and the corresponding average delay times are calculated and

shown in Fig. 13. Average delay time here is defined as the time
difference between sending time by the wireless access point
and receiving time at the wireless node. As seen from Fig. 13,
packet delay increases with retry limit up to a certain point,
which is about s. For a queuing system with packet
expiry as the only source of packet loss, we would expect this
certain amount of delay to be close to expiry time .
However, since buffer overflow drop is another cause of packet
loss in our simulations, there is a total effective buffer size due
to combined effect of the physical and virtual buffers.

Fig. 13. Delay versus MAC retry limit, based on NS2 simulation and M/M/1
Model ( PPS, , , and s).

To obtain this effective buffer size, which is shorter than both
physical and virtual buffers, we substitute in (30), i.e., we
set . The corresponding effective buffer size will be

. Also the physical buffer size is set to
and from (32), the virtual buffer size is derived .
Our numerical results show that the general relation between
real buffer length, virtual buffer length, and total effective buffer
length can be shown as

(47)

In Fig. 13, we have also plotted packet delay based on our
M/M/1 queuing model, which quite closely matches our sim-
ulation-based result. In deriving this curve, we have used the
following formula [23, Section 2.2.4]:

(48)

VI. ALGORITHM

In this section, we propose a new algorithm for optimizing
the number of retransmissions based on the M/M/1 analytical
model. This algorithm will provide a practical means to imple-
ment our adaptive retry-limit method in real-time systems. In
order to clarify the logic behind the algorithm, we rewrite the
solution to as follows where is from
(39):

(49)

The LHS of (49) is equal to the “expired-time packet discard
rate” at , which we denote by . Considering

, we can write

(50)
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Fig. 14. , , , , and along with
versus , in M/M/1 model ( PPS, PPS, , and

s).

Assuming that is negligible compared to one, (50) can
be approximately written as

(51)

The values of and , respectively, from (50) and
(51) versus retry-limit are shown in Fig. 14(a). Also, the
values of and , respectively, from (39) and (42) and
the value of are shown in Fig. 14(b) versus
retry-limit . These figures clearly show that is a
fairly accurate approximation for our purposes. According to
Fig. 14(b), we have

(52)

Based upon the above observations, the flowchart for the al-
gorithm is given in Fig. 15. The algorithm requires checking the
amount of minimum “total packet loss rate” “ ” to ensure
that is within the desired range. Therefore, we assume that
the acceptable value of is less than .
The threshold value is employed in the algorithm flow-

chart to fulfill the second constraint of Section V-B.
Actually condition corresponds to good

channel or light input traffic.When this condition is fulfilled, the
algorithm proceeds by decreasing to settle below a certain
value . By setting and , the value of
can be calculated from (39) as follows:

(53)

Fig. 15. Adaptive algorithm flowchart
.

For , (53) can be simplified to

(54)

In the numerical results, we have set . With this value
of R, and for , PPS, PPS,
and , will be obtained from (53) and (54) equal
to 0.02 and 0.0178, respectively. In order to satisfy constraint 2
with a margin, we have set , which is slightly larger
than the value of derived from (53). We have assessed
the performance of this algorithm through simulations. is
assumed to be a normally-distributed random variable and the
optimum is obtained via exploiting the algorithm of Fig. 15
for each sample of , which corresponds to a given channel
state. Although the assumption in simulating the algorithm is
“Normal distribution” for PER, our algorithm can be used for
any other distribution as well, since it deals with estimated PER
regardless of the statistical properties of the PER variations. The
simulation results corresponding to a two-state PER distribution
was also shown in Section IV-E.
Numerical analysis shows that setting ,
, , and can provide the optimal set of

control parameters in the algorithm.
The throughput for a system with no adaptation is pro-

vided in Fig. 16(a) along with the achievable throughout from
the above adaptation algorithm. This figure shows that
adaptation of retry-limit in response to the channel condition
can remarkably improve the system throughput. According
to Fig. 16(a), the adaptive algorithm for this example has in-
creased the average throughput from 140 PPS to 230 PPS. The
corresponding packet loss rate and packet delay performance of
our adaptive real-time algorithm are also shown, respectively,
in Fig. 16(b) and (c).
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Fig. 16. Comparing results for the fixed retry-limit and adaptive algorithm.
(a) Throughput. (b) Total packet loss. (c) Delay.

VII. CONCLUSION

We have analyzed a QoS provisioning strategy for delay-sen-
sitive and real-time applications such as live video streaming
over WLAN. New mathematical expressions are derived

for “expired-time packet discard rate” by employing M/G/1,
M/M/1/K, and M/M/1 models in a cross-layer platform. First,
these models are studied in the presence of two sources of
packet loss: “expired-time packet discard” and “packet link
loss” mechanisms. We have particularly shown that the M/M/1
model is a simple and accurate model for analyzing delay-lim-
ited applications such as live video transmission over WLAN.
Then we considered the case where “packet overflow drop” is
also present in the system as a third source of packet loss. Sub-
sequently, by showing the interaction between “packet overflow
drop” and “expired-time packet discard” mechanisms in the
queue and by introducing the “virtual buffer size” concept, we
showed that the expired-time mechanism could be modeled by
a secondary “packet overflow drop” process. It was deduced
that “packet overflow drop” in the queue can be prevented by
appropriate setting of the buffer size. Using both mathematical
analysis and NS-2 simulations with exponential and real video
traffic, we derived the optimal MAC retry limit value for
which the “total packet loss rate” is minimized. Finally, we
used M/M/1 queuing to introduce a new adaptive retry-limit
algorithm for enhancing delay-sensitive video quality over
IEEE 802.11 WLANs.

APPENDICES

APPENDIX A:

Deriving : Substituting from (14) into (13) and using
algebraic manipulations, (13) can be written as

(A1)

where and coefficients can be obtained by expanding (A1)
for each value of the . In Appendix B, we have obtained the
coefficients and for , 2, 3, and 4. Then, we can
rewrite in the form of the sum of partial fractions as

(A2)

where , are the denominator’s root in
(A1) and can be calculated as

(A3)

Now from inverse Laplace transform of (A2), we derive the
service time PDF as

(A4)

Service time PDF can be obtained from the integral of
in (A4):

(A5)
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In (A5) for , we have ; hence

(A6)

APPENDIX B:

(B1)

(B2)

(B3)
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